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ABSTRACT

Vital to economic development, air transport is one of the fastest growing sources of greenhouse gas emissions. In this paper, the Aviation Integrated Model, currently under development at the University of Cambridge, is used to assess the impact of an open emissions trading scheme on the US and Indian air transport systems. The analysis is based on three internally consistent projections of per capita GDP, population, oil price, and carbon price until 2050. In each projection three different stabilization targets of atmospheric CO2 concentration are examined, ranging from 450 ppm to 750 ppm. Significant reductions in air travel demand, fuel use, CO2 emissions and required airport capacity growth before 2050 were only observed relative to a reference case in the most stringent scenario of stabilizing the atmospheric CO2 concentration, i.e. at 450 ppm – an extremely challenging task. The air transport system response was found to increase if non-CO2 emissions from aviation were considered in the trading scheme. This study also suggests that any given stringency level will have differing effects on short- and long-haul traffic. A comparison between the domestic aviation system impacts in the US and India suggests a generally smaller response of the Indian air traffic system to a given CO2 emissions trading scheme due to lower price elasticities and average trip distance.

INTRODUCTION

The demand for air travel is widely projected to continue its strong historical growth of about 5% per year in worldwide revenue passenger and freight ton kilometers (RPK/RTK) over the next 20-40 years (e.g. 1, 2, 3), with some regions projected to grow much faster (e.g. India and China). While this growth carries a range of societal and economic benefits, it also creates challenges. One of the most important of these is the growing environmental impact of this sector, both on a local (e.g., noise, air quality) and global scale (e.g., climate change). The mitigation of these impacts is often proposed to occur through policy mechanisms. This paper examines the effects of one such policy mechanism: a global Emissions Trading Scheme (ETS). This type of market-based policy mechanism has gained increasing attention since the European Union (EU) has legislated that all flights taking off or landing in Europe will be included in the EU ETS from 2012 (4). An integrated aviation/environment assessment tool, currently under development in the Aviation Integrated Modelling (AIM) project, is used to simulate the impacts of a global ETS policy on passenger aircraft fuel use, greenhouse gas (GHG) emissions, airport capacity requirements, and other aviation system characteristics through 2050 in the United States and India. These two regions were selected because they have different degrees of economic development, travel demand characteristics and air transport system maturity and hence different likely responses to the policy. The components of the AIM model relevant to this study are described in the next section. The results from its application to the US and Indian systems are discussed and conclusions drawn thereafter.
THE AVIATION INTEGRATED MODEL

The Aviation Integrated Model consists of seven interacting modules as shown in Figure 1, each covering a different component of the air transport and environment system. The chosen architecture permits important feedback and data flows between the key system elements to be captured and provides natural input sites for policy measures to be imposed upon the system as shown. A detailed description of all the modules and their interactions is given in (5). The primary modules relevant to this study are the Aircraft Technology & Cost, Air Transport Demand, Airport Activity and Aircraft Movement modules. The set-up for these modules in this study is briefly summarized in the next sections.

FIGURE 1 University of Cambridge Aviation Integrated Model.

Aircraft Technology & Cost Module

The Aircraft Technology & Cost Module simulates fuel burn, emissions and operating costs as a function of stage length for airframe and engine technology levels likely to have an effect within the forecast horizon. In order to obtain a more realistic representation of the spectrum of commercial aircraft technologies operating within the world’s air transport network, three size classes (small with up to 189 seats, medium with 190 to 299 seats and large with 300 or more seats) and two technology classes (pre-1995 and post-1995) were considered. Performance and emissions data for the Boeing 737-300, 767-300ER and 747-400 were used for the pre-1995 size classes respectively, and Airbus A319, A330-300 and Boeing 777-300 for the post-1995 types. The fuel burn and emissions calculations for these aircraft types below 3,000 feet were based on the ICAO engine exhaust emission data (6) and the ICAO reference Landing and Take-Off (LTO) cycle (7). Taxi times account for estimated taxi-out delays, calculated by the Airport Activity Module described below. Above 3,000 feet, the performance during climb, cruise, descent, and airborne holding were modeled according to the parameters for the representative aircraft types from the Eurocontrol Base of Aircraft Data (BADA) (8). The introduction characteristics of new technology aircraft and retirement of old technology aircraft over the modeled period was considered to be similar to past fleet turnover characteristics determined from the OAG Back Aviation worldwide fleet database. Given the average lifetime
for an individual jet aircraft is about thirty years, and successful technologies may remain available for purchase 15-20 years after their initial introduction, aircraft introduced over the next decade are likely to be representative of the future fleet throughout most of the period examined from 2005 to 2050, and hence no radically new technologies (e.g. blended wing body aircraft) were considered.

The rate of technology development and improvements in fuel burn for future aircraft models is likely to be driven by future changes in fuel costs, including those from carbon trading. For this study it is assumed that fuel burn for the best available new aircraft technology improves by 1%, 1.5% or 2% per year respectively for scenarios where the 2030 oil price plus associated carbon trading costs is below $100/bbl, between $100/bbl and $150/bbl or over $150/bbl in year 2005 dollars. These improvement rates represent low, medium and high values with respect to historical trends.

More information on the Aircraft Technology and Cost Module can be found in (5).

**Air Transport Demand Module**

The demand \((D)\) for true origin-ultimate destination passenger air trips was estimated by the Air Transportation Demand Module, using a simple one-equation gravity-type model given in Equation 1.

\[
D_{ij} = (I_i I_j)^\alpha (P_i P_j)^\gamma e^{A_i} e^{B_i} e^{S_i} C_{ij}^{\rho - \tau}
\]  

(1)

The explanatory variables include base year metropolitan area population \((P)\), associated income \((I)\), specific city attributes \((A, B, S)\) and generalized travel costs \((C)\) consisting of fares, value of travel time and flight delay. The binary variables \(A\) and \(B\) indicate whether one or both cities in the pair have qualities which might increase visitor numbers (for example being a major tourist destination or capital city), while the binary variable \(S\) indicates whether road links exist between a given city pair. The elasticities \(\alpha, \gamma, \rho, \varphi\) and \(\tau\) were estimated using ordinary least squares and available demand data for the 2005 base year.

Metropolitan area population and income data were derived from individual country censuses and household income surveys \((9, 10, 11)\). Fares were obtained from base year surveys and published fare lists \((12)\). For the US, the 2005 base year true origin-ultimate destination passenger air trips data, used to estimate the coefficients in Equation 1, was also derived from \((12)\). For India, such data was estimated with a model equating segmented trip data \((13, 14)\) to the product of an assignment matrix and the true origin-ultimate destination passenger air trips (to be described in a subsequent paper).

The future demand for air trips was estimated using forecasts of the key explanatory variables. Among those, future fare trends depend on the change in operating costs (most notably the oil price) and market economics. For simplicity and transparency perfect competition is assumed between airlines on all routes. This means that fares between true origin-ultimate destination city pairs equal the marginal costs of carrying passengers between the respective cities, accounting for flights serving both direct and connecting itineraries.

In Equation 1, the cost variable includes the cost of journey duration via the value of a passenger’s time. It is thus possible to include the demand-reducing effect of increased journey time as well as that of increased fares. However, as cost elasticities are typically quoted using response to airfares rather than generalized costs, Table 1 gives the parameter estimates, standard
errors, and adjusted $R^2$ for the US and Indian air transport systems using Equation 1 with fare substituted for generalized cost.

All parameters in Table 1 are significant at the 95% level and the $R^2$ obtained ranges from 0.54 to 0.76, depending upon the aircraft stage length category and region. The airfare elasticities ($\tau$) are well within the range of that identified by literature studies ($15, 16$), while the income and population elasticities ($2\alpha$ and $2\gamma$) for the US are similar to those estimated by ($17$). Parameter values and significance levels remain similar in the generalized cost case.

More information on the Air Transport Demand Module can be found in ($5$).

### TABLE 1 Elasticity estimates, standard errors (in parentheses) and adjusted $R^2$ for the US and Indian air transport system.

<table>
<thead>
<tr>
<th></th>
<th>$2\alpha$</th>
<th>$2\gamma$</th>
<th>$\delta$</th>
<th>$\epsilon$</th>
<th>$\tau$</th>
<th>$\varphi$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>US</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short haul (&lt;500 miles)</td>
<td>0.881</td>
<td>0.517</td>
<td>0.488</td>
<td>-0.720</td>
<td>-1.38</td>
<td>1.36</td>
<td>0.692</td>
</tr>
<tr>
<td></td>
<td>(0.041)</td>
<td>(0.063)</td>
<td>(0.054)</td>
<td>(0.066)</td>
<td>(0.060)</td>
<td>(0.266)</td>
<td></td>
</tr>
<tr>
<td>Medium haul (500-1000 miles)</td>
<td>0.939</td>
<td>0.609</td>
<td>0.418</td>
<td>-0.916</td>
<td>-1.66</td>
<td>1.68</td>
<td>0.758</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.049)</td>
<td>(0.047)</td>
<td>(0.035)</td>
<td>(0.069)</td>
<td>(0.192)</td>
<td></td>
</tr>
<tr>
<td>Long Haul (&gt; 1000 miles)</td>
<td>0.810</td>
<td>1.11</td>
<td>0.373</td>
<td>-0.764</td>
<td>-2.27</td>
<td>0.860</td>
<td>0.569</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.046)</td>
<td>(0.102)</td>
<td>(0.030)</td>
<td>(0.072)</td>
<td>(0.058)</td>
<td></td>
</tr>
<tr>
<td><strong>India</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.02</td>
<td>1.19</td>
<td>1.06</td>
<td>-1.91</td>
<td>-1.28</td>
<td>—a</td>
<td>0.543</td>
</tr>
<tr>
<td></td>
<td>(0.202)</td>
<td>(0.243)</td>
<td>(0.518)</td>
<td>(0.619)</td>
<td>(0.365)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* not applicable

### Airport Activity Module

The Airport Activity Module forecasts global air traffic required to satisfy the demand projected by the Air Transport Demand Module and estimates the resulting ground delay given the airport capacity constraints within the worldwide network.

The flight routing network was assumed to remain unchanged from the base year, with the proportion of the three different aircraft types used on the required flight segments estimated as a function of projected passenger demand, segment length and network type (hub-hub, hub-spoke, or point-to-point) according to a multi-nomial logit regression on historical data. According to this regression, aircraft size increases with passenger demand, segment length and on routes to or from hub airports. Flight frequencies were forecast by applying base year passenger load factors by segment (which were assumed to remain constant with time) to passenger demand estimated by the air transport demand module. These approaches are similar to those used in ($18$).

US airport capacities were based on the declared capacities for each airport within the modeled network from the ASPM database ($19$). Consistent capacity data is not widely available for the Indian region, and hence airport capacities for this region were based on a model adapted from ($20$). This model calculates the maximum theoretical single runway capacity for a mixed mode operation (arrival-departure-arrival-departure) as a function of fleet mix and separation minima. A single runway model appropriately describes the operation at the major Indian airports: even those airports with more than one runway normally operate with only one at a
time. Hence, theoretical maximum capacities across the network were calculated using Indian separation minima (of 6 or 8 nautical miles as appropriate and determined through personal communication with Airports Authority of India personnel) and fleet mix observed in the Official Airline Guide schedule (13) at each airport in 2005. The resulting maximum theoretical capacities were validated through comparison with capacity data for the few airports in India for which declared capacity data was available, e.g. from the AEDT global airport dataset (21).

Delays due to airport capacity constraints were estimated using queuing theory, applying the cumulative diagram approach and classical steady state simplifications described in (22). In this delay model, flight delays, both on the ground and in airborne holding before landing, were estimated as a function of flight frequencies and airport capacity constraints. These were added to gate departure delays (due to mechanical failures and late arrivals), which were assumed to remain at current levels (with schedule padding increasing to maintain schedule reliability). Runway departure delays were distributed between the taxiway and the gate according to a taxi-out threshold calculated for each airport from historical delay data for airports for which it was available, and according to average taxi-out thresholds for airports for which historical data was not available. Similarly, delays due to destination airport capacity constraints were distributed between the air and ground according to an airborne holding threshold calculated for each airport from historical delay data or an average value, and above which delay was assumed to be propagated upstream to the departure gate.

Flight delays resulting from airport capacity constraints impose extra costs on airlines because of increased fuel burn and other per-hour operating costs. These extra costs increase fares as modeled by perfect competition. The costs associated with flight delays were modeled according to estimated fuel burn rates from the Aircraft Technology and Cost Module and published airline cost inventories (23) where available. When such inventories were not available, costs were modeled according to US airline cost inventories, but adjusted according to regional differences in international airline operating economics (24).

More information on the Airport Activity Module can be found in (5).

Aircraft Movement Module

The air traffic by flight segment generated by the Airport Activity Module is the main input to the Aircraft Movement Module, which works in conjunction with the Aircraft Technology and Cost Module to identify the amount and location of emissions released from the required flight segments, accounting for inefficiencies introduced by the air traffic control system. These inefficiencies take the form of extra distance flown (and hence extra fuel burn and emissions produced) beyond the shortest ground track distance for any given airport pair in the schedule. These extra distances were estimated for different phases of flight by using archived flight track data, as described in (25).

More information on the Aircraft Movement Module can be found in (5).

MODEL APPLICATION

The modules described above were run iteratively within the integrated architecture shown in Figure 1 in search of the point of equilibrium between air travel demand, air traffic delay and generalized costs. For the purposes of this comparative study between US and India under an ETS, the model was run with 178 cities/337 airports in the US and 88 cities/94 airports in the Indian set with a base year of 2005 and projections to 2050.
Each assessment builds upon a reference scenario, in which no environmental policies were introduced and non-fuel related operating costs remain approximately constant. The reference scenario also assumes that airport capacity increases in an unconstrained manner to maintain delays at 2005 levels for each airport. It is widely acknowledged (e.g. 26) that air transport system capacity will need to increase to accommodate future growth. For example, the US NextGen project aims to accommodate up to three times the 2004 air traffic in the US aviation system by 2025, the required capacity increase for which is under investigation by studies such as the NASA Virtual Airspace Modeling and Simulation (VAMS) project (27). It is likely that this increase cannot be accommodated without construction of additional infrastructure at major airports (28) and increased use of secondary airports (29). Hence, the results indicate how much extra airport capacity will be required in the regions studied.

In the ETS policy scenario, the impact of an emissions trading regime on aviation system behavior was assessed. Several degrees of freedom of such policy instruments exist, such as open (including more sectors than aviation) versus closed (aviation only) and global versus national. In this study, it is assumed that aviation is included in an open global trading scheme that includes all sectors of the world economy. Such a scheme would naturally result in the lowest carbon price, as it takes advantage of the many lower-cost GHG mitigation options in other sectors and world regions.

Another policy choice is whether to target CO2 emissions only or include all GHG emissions (i.e. including ‘non-CO2’ effects of NOx-induced methane and ozone changes, contrails, etc.) in the trading scheme. Industry and policy makers have attempted to account for these effects through the use of a so-called ‘uplift factor’ (UF), where the impact of aviation on the future climate is assumed to be a multiple of its CO2 emissions. The scientific community is in agreement that problems exist with the use of UF s since the different impacts due to aircraft emissions act over many different time and length scales, so basing any calculations on just one time and length scale can produce misleading results. Commonly, UF s have been based on the radiative forcing due to aviation around the year 2000. Sausen et al. (30) recently suggested that the total radiative forcing impact due to aviation in 2000 (not including aviation induced cirrus) was 48 mW/m², similar to the total calculated in IPCC (31) for 1992. When compared with the radiative forcing impact due to CO2 alone, 25 mW/m², this equates to an UF of 1.9, compared with 2.7 calculated from the IPCC results. Despite the lack of consensus on the use of UF s, they have recently been considered for use (at a value of 2.0) in the European Emissions Trading Scheme (32). For the purposes of this study, UF values of 1.9 and 2.7 are considered as a means of testing the sensitivity of the results, as well as a base-case where non-CO2 effects are omitted (i.e. the UF has a value of 1.0). These values encompass the range generally under consideration.

In order to capture the uncertainties that exist in the establishment of a global emissions trading scheme, three CO2 atmospheric stabilization targets were analyzed: 450, 550 and 750 ppm. Underlying these numbers were growth trends in population, income, oil price, and carbon price from a study for the US Climate Change Science Program (CCSP) (33). The CCSP study included runs from three integrated energy-economy-environment models to simulate the various impacts of an unconstrained reference run and various atmospheric stabilization scenarios. The models include the MIT Integrated Systems Model (IGSM), the Stanford University Model for Evaluating the Regional and Global Effects of GHG Reduction Policies (MERGE), and the Pacific Northwest Laboratory Mini Climate Change Assessment Model (MiniCAM). Runs from all three models were used here to reflect the uncertainty of the future evolution of and
adjustments by the world economy to exogenously imposed changes (i.e., global warming policies).

Table 2 summarizes the key input data to the AIM model derived from the three models underlying the CCSP report. The trends in population, GDP per capita, oil price and carbon price were relatively uniform across the three models, but the rates of growth differ significantly, due partly to the assumptions regarding the future evolution of exogenous variables and differences in model structures and parameters. As demonstrated by the 2008 developments in oil price, any single input projection comes with a high degree of uncertainty and hence it is vital to consider the full range of input scenarios.

Naturally, the tighter the stabilization level, the stronger reductions are required, and the higher the carbon price. The differences in carbon price across the three studies forming the CCSP report can be attributed to differences in model structures, assumptions regarding the available mitigation technologies, and substitution elasticities between capital and various types of energy carriers, along with other factors. In the emissions trading scenarios in this paper, these CCSP carbon prices were imposed exogenously on the price of refined oil, thus corresponding to a quasi carbon-tax.

TABLE 2 Main input data used in this study, following the US Climate Change Science program study.

<table>
<thead>
<tr>
<th>Population, millions</th>
<th>2005</th>
<th>2025</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IGSM</td>
<td>296</td>
<td>347</td>
<td>391</td>
</tr>
<tr>
<td>MERGE</td>
<td>295</td>
<td>339</td>
<td>345</td>
</tr>
<tr>
<td>MiniCAM</td>
<td>296</td>
<td>334</td>
<td>386</td>
</tr>
<tr>
<td>India</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IGSM</td>
<td>1082</td>
<td>1353</td>
<td>1569</td>
</tr>
<tr>
<td>MERGE</td>
<td>1101</td>
<td>1356</td>
<td>1453</td>
</tr>
<tr>
<td>MiniCAM</td>
<td>1093</td>
<td>1366</td>
<td>1506</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GDP per capita, $/(2005)</th>
<th>2005</th>
<th>2025</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IGSM</td>
<td>44400</td>
<td>68600</td>
<td>115000</td>
</tr>
<tr>
<td>MERGE</td>
<td>43800</td>
<td>56900</td>
<td>81600</td>
</tr>
<tr>
<td>MiniCAM</td>
<td>42500</td>
<td>54300</td>
<td>72800</td>
</tr>
<tr>
<td>India</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IGSM</td>
<td>715</td>
<td>1160</td>
<td>2010</td>
</tr>
<tr>
<td>MERGE</td>
<td>733</td>
<td>1560</td>
<td>4320</td>
</tr>
<tr>
<td>MiniCAM</td>
<td>705</td>
<td>1790</td>
<td>5500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>World Oil Price, $/bbl</th>
<th>2005</th>
<th>2025</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGSM</td>
<td>54.9</td>
<td>99.9</td>
<td>145.9</td>
</tr>
<tr>
<td>MERGE</td>
<td>54.9</td>
<td>78.2</td>
<td>110.2</td>
</tr>
<tr>
<td>MiniCAM</td>
<td>54.9</td>
<td>66.2</td>
<td>84.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Carbon Price, $/tCO₂</th>
<th>2005</th>
<th>2025</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGSM</td>
<td>0</td>
<td>17-105</td>
<td>18-260</td>
</tr>
<tr>
<td>MERGE</td>
<td>0</td>
<td>1-46</td>
<td>2-178</td>
</tr>
<tr>
<td>MiniCAM</td>
<td>0</td>
<td>1-40</td>
<td>2-143</td>
</tr>
</tbody>
</table>
Reference Scenarios

The reference scenario uses the input values from Table 2 for each CCSP scenario with a zero carbon price over the entire time horizon. The results for the US domestic aviation system from 2005 to 2050 are provided in Figure 2. Because perfect competition is assumed, fares are underpredicted in 2005, when the airline industry made a net profit. This leads to a slight over-prediction of RPK and fuel burn when compared with observed values from 2005. These effects are seen as discontinuities in the results discussed next.

**FIGURE 2** US domestic aviation system reference scenario (a) System RPK, (b) Fuel burn and CO₂ emissions, (c) Capacity increase required for 2005 delay levels, and (d) Average airfare per km.

Figure 2a shows the simulated RPK development, which grows from 1.1 trillion in 2005 to between 2.7 and 4.7 trillion in 2050, depending upon the scenario (IGSM/Merge/MiniCAM). The historical values for this airport set from BTS T100 data (12), as well as growth projections for domestic US aviation from the (scaled) Airbus Global Market Forecast (1) and for North American aviation from the (scaled) Boeing Current Market Outlook (2) show favorable comparison. Figure 2b provides the simulated fuel burn and CO₂ projections: because of the fuel burn reductions simulated in the Aircraft Technology & Cost module, aircraft fuel use and CO₂ emissions typically increase at a progressively lower rate over time. Required average capacity increases at the 33 most congested airports to maintain 2005 delay levels are shown in Figure 2c. A near doubling of average runway capacity is predicted to be required by 2050 in the IGSM.
scenario, although some major hub airports have greater capacity needs, for example up to 2.7 times capacity increases at Chicago O’Hare and Atlanta. In reality, such capacity increases are unlikely to occur at major airports, many of which are space-constrained and unable to add new runways. It is more likely that nearby minor airports will expand to meet some of this demand, and that some hub operations will shift to less-congested hub airports. There may also be a greater shift by airlines to operate larger aircraft types, reducing the relative increase in traffic required to serve the increase in demand. Such effects will be captured in future by an airline response model currently under development. Average air fare per kilometer is presented in Figure 2d: this shows a roughly level trend in airfare which can be attributed mainly to a balance between increasing oil prices and decreasing fuel burn per RPK. In this paper we do not examine the effects of increasing competition, which is behind some of the past decreasing trend in fares, or industry consolidation, both of which may affect the level of costs which can be passed on to the passenger and hence the fare trend.

Analogous results for the Indian domestic air transport system are presented in Figure 3.

**FIGURE 3** Indian aviation system reference scenario (a) System RPK, (b) Fuel burn and CO₂ emissions, (c) Capacity increase required for 2005 delay levels, and (d) Average airfare per km.

Projected domestic RPK (Figure 3a) grows from 12.8 billion in 2005 to between 95 and 373 billion in 2050, depending upon the scenario from Table 2. As with the US case, the
associated increase in fuel use and CO₂ emissions is smaller due to the introduction of increasingly fuel-efficient aircraft over time (Figure 3b). Figure 3c illustrates that the required average capacity increase for domestic air travel at major airports (Mumbai, Delhi, Kolkata, Chennai and Thiruvananthapuram) is about twice that of the US – a consequence of the strong growth in RPK. Currently, the route closest to capacity in this network is Delhi-Mumbai, which already experiences significant delays. Thus, future developments such as Mumbai’s proposed second airport are highly important if the current rapid growth across the Indian aviation network is to be sustainable over a longer term, as may be a shift to alternative hub airports. Airfare, shown in Figure 3d, displays a similar trend to that in the US. However, since the Indian air transport system is currently undergoing a transition from a formerly regulated air transport system to one that is increasingly liberalized and competitive, the modeled fare for 2005 is likely to be less accurate than for later years.

**Emissions Trading Scenarios**

The impact of the emissions trading scheme described above on the domestic US and Indian air traffic systems is presented in this section for comparison with the reference scenarios. The input values from Table 2 were used along with the indicated carbon prices. These assume a global trading scheme is introduced in 2012, aimed at stabilizing atmospheric CO₂ at a given value between 450 and 750 ppm. As stabilization at 750 ppm produces results which are nearly identical to the base case with no carbon charging, these scenarios are omitted in the following discussion.

Figure 4 shows the results for the US system. For easier readability, only the results for the 450 ppm scenario are shown in addition to the reference scenario. The differences between the 550 ppm and the reference scenario are typically about 30% of the difference between the 450 ppm and reference scenario. As can be seen, carbon trading reduces the growth in RPK in the most extreme case (450 ppm) by up to 50%, and the additional imposition of an uplift factor of 2.7 can reduce demand almost to base year levels. Fuel use, CO₂ emissions, and required extra airport capacity experience slightly smaller reductions. However, these reductions are strongly scenario-dependent. To obtain a reduction in RPK of over 20% requires a reference scenario with high carbon prices and either stabilization at 450 ppm, or 550 ppm with an uplift factor significantly greater than one.

The varied response of the air transport system arises mainly from the widely differing carbon and oil price assumptions in the input scenarios. By 2050, the IGSM scenario with stabilization at 450 ppm has an effective oil price (oil price plus carbon price) of nearly $250/bbl (year 2005 dollars). Under the assumption of perfect competition, the analysis suggests that airlines pass an average of 30% of the extra costs due to carbon charging on to ticket prices. For the equivalent MiniCAM model this price is only $140/bbl, and only 8% of costs are passed on. The increases in ticket price due to emissions trading are not evenly distributed. Because short-haul routes generate lower emissions, their ticket price increases are smaller. In the IGSM scenario, total enplanements drop by 32% between the reference and 450 ppm scenarios. Because of the smaller charges and smaller price elasticities (see Table 1), short-haul enplanements decrease by 29% between the reference and 450 ppm scenarios, while long-haul enplanements drop by 37%. However, the actual change in short-haul enplanements may be greater than this, as we do not model mode substitution. Note that the difference in the price-induced demand is actually larger, since the reported decline is by segment; thus, some of the
decrease in short-haul travel results from reduced demand for long-haul hub-and-spoke itineraries.

FIGURE 4  US aviation system ETS scenario (a) System RPK, (b) Fuel burn and CO₂ emissions, (c) Capacity increase required for 2005 delay levels, and (d) Average airfare per km. Results for the 550 ppm stabilization scenario are not shown; these typically have only 30% of the effect of the 450 ppm scenarios. The 750 ppm stabilization scenario is nearly identical to the base case.

The dashed lines in Figure 4 indicate the effect of including non-CO₂ greenhouse gases into the emissions trading scheme via uplift factors on the 450 ppm scenarios. Because of the extra permits that need to be purchased, a higher uplift factor leads to a higher airfare and thus a stronger decline in RPK, fuel use and CO₂ emissions, and lower required capacity growth. Using an uplift factor of 1.9, the drop in total enplanements from the reference scenario in 2050 would be 47% in the IGSM scenario.

Analogous results for the Indian air transport system are given in Figure 5. While the general development of the variables under consideration is similar to the US case, the percentage decline (relative to the reference scenario) in RPK, fuel use, and CO₂ emissions is generally smaller than that in the US under most emissions trading scenarios. For example, using the scenario inputs based upon the MERGE model in Table 2, the growth rates in RPK in the US domestic system would decline from 1.8%/yr to 1.0%/yr from the reference case to the 450 ppm stabilization case. In contrast, the corresponding decline in the Indian air traffic system is from 5.3%/yr to 4.5%/yr. The smaller relative response to extra fuel costs can be attributed to the average shorter travel distances and the smaller airfare elasticity (see Table 1).
FIGURE 5  Indian aviation system ETS scenario (a) System RPK, (b) Fuel burn and CO$_2$ emissions, (c) Capacity increase required for 2005 delay levels, and (d) Average airfare per km. Results for the 550 ppm stabilization scenario are not shown; these typically have only 30% of the effect of the 450 ppm scenarios. The 750 ppm stabilization scenario is nearly identical to the base case.

CONCLUSIONS

This analysis of the domestic US and Indian aviation system suggests that an open global CO$_2$ emissions trading scheme can have a noticeable impact on aviation RPK, fuel use, CO$_2$ emissions, and required capacity growth. However, such impact is likely to only occur in the most stringent (and challenging) case examined here, that of an atmospheric stabilization level of 450 ppm, or if a significant uplift factor is applied in the 550 ppm case. In the most extreme case, with a 450 ppm stabilization target and an uplift factor of 2.7, RPK in 2050 would decline by up to 60% compared to the reference scenario levels – leaving it close to 2005 levels. In the other, less stringent stabilization cases, the impact on the air transport system is significantly lower. However, the carbon prices continue to rise after 2050 and the impact on the aviation sector would continue to increase. Thus, the largest aviation sector impact will likely occur after mid-century.

Under any stabilization scenario, the reductions in short-haul enplanements were found to be smaller compared to long-distance trips. Thus, the decline in the required future airport capacity is less significant than the decrease in revenue passenger kilometers (RPK). This
inhomogeneous decline would thus also lead to a rising relative importance of short distance air travel.

A comparison between the US and Indian air transport sector impacts suggests a smaller effect on the Indian air transport system. This is the combined result of a lower airfare elasticity and a shorter average travel distance. Even in the most stringent CO2 emissions trading scenario of a stabilization target of 450 ppm, the Indian air transport system would grow by 4.5%/yr, only down from 5.3%/yr in the reference scenario. This may suggest that aviation is likely to continue to grow strongly, especially in developing regions, even under tight environmental constraints.
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